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Abstract 

 
Recently, cognitive-based sentiment analysis has drawn a lot of 

attention because it focuses on automatically identifying user 

behaviours like personality characteristics from online social media 

text. In order to demonstrate the effectiveness of the suggested model 

for eight key personality traits (Introversion-Extroversion, Intuition- 

Sensing, Thinking-Feeling, and Judging-Perceiving), we present a 

hybrid Deep Learning-based model made up of Convolutional Neural 

Networks with Long Short-Term Memory. On the basis of audio and 

video recordings of human faces, we provide a model for the 

identification of personality traits. A web-based platform is created to 

gather the dataset, allowing users to record voice and video using a 

microphone and webcam, respectively. The dataset contains videos and 

audio clips of people of various ages and genders. Applying the proposed 

CNN+LSTM model on the considered dataset we could achieve an 

accuracy of 87.07%. 
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1. Introduction 

The amount of data on the Web is growing tremendously every day, practically every second. The 

majority of this information—text, audio, and video—is supplied by internet users who are 

increasingly sharing content on social media, blogs, online discussion forums, and other websites 

with a comparable audience. The phrase "big data" is often used to describe extraordinarily huge 

datasets because to the exponential growth of multimodal data. Contrary to standard datasets, 

big data often consists of enormous amounts of unstructured data that need real- time analysis 

[1]. The study of personality recognition is an emerging field in the current era. A person's 

behavior, mood, motivation, and thought patterns are all parts of their personality. Our 

personalities have a significant impact on our lives, influencing our decisions in terms of our goals, 

ambitions, and mental and physical health. Automatic personality prediction can therefore be 

used for a variety of purposes, such as enhanced personal assistants, recommender systems, job 

screening, forensics, psychological studies, political predictions, specialised therapy, etc. [2]. 

The five personality qualities Extraversion, Neuroticism, Agreability, Conscientiousness, and 

Openness are the most often used metrics in the literature. Extraversion provides details about a 

person's gregariousness, excitement, assertiveness, talkativeness, and high level of emotional 

expressiveness. Instability, sadness, and emotional instability are all signs of neuroticism in an 

anxious individual. Being agreeable reveals a person's generosity, modesty, complexity and 

unreliability. The personality traits of the user can be examined using image, audio, and video 

samples. The extraction of features from images—most notably the face features—has been done 

using CNN-based architectures. Many sources, including OpenSMILE, have been used to get the 

audio attributes, including the MelFrequency Cepstral Coefficients (MFCC), Logfbank, Zero 

Crossing Rate (ZCR), pitch, and loudness. In order to combine the results produced by many 

modalities, researchers typically employ the late fusion technique such as averaging the 

predictions from all phases[3]. Psychologists have long examined human personality, and 

numerous ideas have been put out over time to classify, explain, and comprehend it. Models based 

on attributes are the most accurate in forecasting quantifiable aspects of a person's life. 

Determining and assessment of traits—habitual patterns of behaviours, thoughts, and emotions 

that are generally stable across time—are the foundation of the approach known as trait theory. 

The foundation of trait models is in human evaluations of the semantic similarities and 

connections between the adjectives that people use to describe one another and themselves[4]. 

An individual's sentiment can be analysed in a variety of ways, including through the 

study of facial expressions, audio and video recordings, real-time conversation design, etc[5]. 

Deep learning models like Convolutional Neural Networks (CNN) and Long Short Term 

Memory (LSTM) [6] have achieved recent progress in action recognition. Convolutional Neural 

Network (CNN) is a sophisticated artificial network that, before being linked to further image 

segmentation algorithms, detects visual forms on input images with minimal processing. It has 

four convolutional layers, four compound layers to extract the elements, two fully linked layers, 

and a softmax layer with seven sensory classes. [7]. 

Given that the majority of individuals are struggling with stress issues, the intensity of human 

emotions has a big impact on one's sense of security and current condition. The implications for 

related fields like social robotics, cognitive science, and behavioral sciences will be greater if a 

model can recognize a person's facial expressions, decode their emotions, and open up a new 

area of research into the identification of socio-emotional phenomena (affect, personality, 

mental health, and engagement) from simulations of person-specific cognitive processes. 
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2. Proposed methodology 

The architecture of the model consists of four steps, each of which is applied differently to text 

data , audio, and video data. Initially, the data is acquired in different forms viz., text, audio, 

and video. The proposed architecture comprising all four stages as seen in Figure 1. 

 

Figure 1. Architecture of the proposed model 

2.1 Data collection 

Using HTML, CSS, and Javascript, we created a website that would enable people to videotape 

and audio record themselves (Figure 2). The participant believes that using the internet as a tool 

to record videos is the most practical and accessible option because it functions flawlessly across 

all operating systems [8]. To start the recording process, the website requests that visitors access 

the camera on their device. The participant can start and stop the recording process. With this 

approach, we encountered the issue of several video formats that the participants had recorded 

in, as a result, we turned every film into a common format, i.e .webm, which aided for 

preprocessing. 
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Figure 2. Screenshot of website 

2.2 Data Preprocessing 
 

2.2.1 Text Preprocessing 

 

For NLP (natural language processing) activities, the largest difficulty is the discrepancy 

between social media text data and conventional english. Prior to feature extraction, all social 

media data sets need to be pre-processed. Because the Facebook datasets are written in English 

and the Twitter dataset in Bahasa, pre-processing normalises the text datasets. [9]. The data 

mining process includes data pre-processing. Real-world data is not limited to a single field and 

is gathered in a number of ways, leading to erroneous, insufficient, and unreliable data. Various 

techniques are employed in our framework throughout the pre-processing stage. The initial stage 

eliminates the user-defined text patterns. Patterns such as "user handles (@username)", 

"hashtags (#hashtag)", "URLs", "characters, symbols, and numbers other than alphabets", 

"empty strings", "drop rows with NaN in the column", "duplicate rows", etc. are eliminated [10] 

[11]. 

In the second stage stopwords, that don't add to the content of the sentence including "is," "was," 

"at," "if," and similar words are removed, and stemming is carried out. To eliminate stopwords 

from our text, the NLTK package, which includes a collection of stopwords, is employed. A word 

can be changed to its basic form via stemming. By deleting prefixes or suffixes (such as "ize," 

"ed," "s," "de," etc.) from a word, Porter Stemmer is used to construct the term's root. The cleaned 

tweets are then returned and given to the tokenizer as input after all of the tweets have been 

cleaned. One of the primary pre-processing steps for NLP systems is tokenizing raw text input. 

Tokenizers are instruments that divide a given string using regular expressions [12]. The 

subsequent phase in the tokenization procedure is the texts_to_sequences() technique. It accepts 

data from the prior technique made up of as many words with an index as possible. The 

program's goal is to convert each word in a tweet into a string of integers before replacing each 

one with its corresponding integer value from the word_index vocabulary. The tweets are now 

been changed into various length of integer groupings. 

 
2.2.2 Audio Preprocessing 

 

Vocal features can be precisely determined from a remarkably small amount of audio waveform 

data. Additionally, the linguistic features in the current study directly make use of sample length 

[13]. Using the Google Speech-to- text API, we first processed audio files from a user and 
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converted them into a transcript [14]. The system combines two two-pass english systems that 

respectively use acoustic models based on single-distant microphones (SDM) and individual 

head-mounted microphones (IHM). The common decoding configurations are used in the IHM 

and SDM systems. For example, the first pass employs unadopted acoustic models while the 

second pass uses unsupervised adaptation, where acoustic models trained with SAT(speaker 

adaptive training) are less dependent on training speakers and perform better when applied to 

test speakers that are not visible [15]. 

 
2.2.3 Video preprocessing 

The video is captured using OpenCV python module through the webcam of the device. It loops 

continuously to capture and display frames from the video. It resizes the frame at a size of 64X64 

and converts the frame to a image and saves it in png format and focuses on the features of the 

face such as eyes, nose and mouth as in Figure 

3, The model loads an image from a specified directory using the OpenCv Python module [16]. 

Training and Testing of the image is done by keras ImageDataGenerator. The original data is 

fed into the Keras ImageDataGenerator, which transforms it at random and produces a result 

that solely contains the newly changed data. Using the picture data generator offered by Keras, 

we may loop through the data in batches. The field of real-time data augmentation employs the 

Keras image data generator to produce batches that comprise the information from tensor 

images. [17]. 

 

2.3 Feature Extraction 
 

2.3.1 Text Extraction 

 

The first step when working with text is to devise a method for converting strings to numbers 

(or to "vectorize" the text) before alimentation it to the model as vectors (arrays of numbers) are 

the input to machine learning models. Bag of Words (BOW) algorithm is used for word 

embedding. The portrayal of words with similar meanings is made possible via word 

embeddings, a type of word representation. They are a distributed representation of text, which 

may be a crucial discovery in enabling deep learning algorithms to perform so well on difficult 

natural language processing problems. [17]. It records how frequently a word or phrase appears 

in a document. For uses like search, document categorization, and topic modelling, those word 

counts enable us to compare documents and evaluate their similarity. BOW is a technique for 

getting text ready for deep learning networks as in Figure 3. A collection of text is transformed 

into a matrix of token counts using CountVectorizer. It extracts one word from each text, 

ignoring stop words because counting them makes no sense. It first counts the words and then 

creates a Sparse matrix. For static text word embedding techniques like Glove and fast text can 

be used. 
 

 

Figure 3. Text feature extraction 
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2.3.2 Audio/video feature extraction 

 

The prosodic (i.e., nonverbal) and acoustic elements of speech are examined on the audio 

channel. It allows raw waveforms as input instead of frequently used spectrograms or traditional 

feature sets because CNNs can automatically extract relevant properties from audio. [17].The 

input images' three channels (blue, red, and green) are supplied into the model after the video has 

been converted to images. Following are a number of convolutional layers paired with padding 

and max-pooling layers. To map the personality qualities, we employ two final completely 

connected layers with sigmoid activation. Only these two layers are used for training. Pre-trained 

models can often be fine-tuned to take advantage of training on huge external datasets (Figure 

4). 
 

 

Figure 4: Extraction of features from video using CNN model 

2.4 CNN + LSTM Model 
To categorize the input transcript into the cognitive psychology of personality traits, the 

anticipated CNN-LSTM model functioned in the subsequent layers. The embedding layer serves 

as the input layer, the CNN serves as the hidden layer, and the dense layer as the output layer 

with the Softmax activation function. [18][19][20]. 

2.4.1 Embedding layer 

In the anticipated CNN-LSTM model, the embedding layer is the first layer. Given an input 

review of n words, it transmutes each word into a real-valued vector, for example, where the 

variable specifies the word's dimension. A feature matrix is consequently produced that shows 

how long the input review took. After that, the CNN layer receives the result as input. 

 
2.4.2 Convolutional Neural Network Layer 

CNNs are great feature extractors because they can retrieve both high-level qualities like edges 

and low-level properties like objects in images during each epoch [21][22]. Time dependencies 

and particular features can also be captured by using the right filters, convolution layers, 

reduction of dimensionality operation, and pooling approaches like maximum pooling and 

Average-pooling. By compressing the spatial dimension of the convolution matrices into a form 

that is simpler to process without relinquishing critical classification information, a convolution 

layer affects the input properties. Kernel or Filter is the name given to the matrix used to realise 

convolution information [18]. The kernel travels with a specific stride whenever a multiplication 

of a matrix operation occurs between the kernel and the part of the input vector that supersedes 

itself on the kernel. This reduces the amount of processing resources needed to handle the input 

while also assisting in the identification of significant traits that are location invariant and 

subsidized to operative model training. Convolutional layers, combining layers, drop-out layers, 

and dense layers have all been applied in the present work. Convolutional layers were mostly 

utilized by the neural network during training [5], [23]. 

 
2.4.3 Long Short-Term Memory 
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Long-short-term memory (LSTM) refers to an artificial recurrent neural network (RNN) with 

long-range dependencies [24]. The output layer, known as Softmax, does additional processing 

after the LSTM layer creates a feature vector using input from the pooling layer (Figure 5). 
 

Figure 5. CNN + LSTM model 

With the help of ACCURACY, the proposed model's discriminating ability was assessed. The 

model that met the requirements with ACCURACY >0.80 was considered to make the best 

forecast[24][25]. 

3. Results 
3.1 Data Preprocessing 

3.1.1 Text Preprocessing 

The outcome of the proposed work for the majority and minority classes is displayed in Table 1. 

The greatest F1- score value achieved is 0.49, and the validation's precision is 0.55. 

Table 1. LSTM Training 
Personality 

Traits 

Precision Recall F1-score Support 

ISTJ 0.07 0.05 0.06 43 

ISTP 0.14 0.12 0.13 139 

ISFJ 0.07 0.26 0.11 35 

ISFP 0.31 0.23 0.26 138 

INFJ 0.00 0.00 0.00 13 

INFP 0.00 0.00 0.00 8 

INTJ 0.00 0.00 0.00 8 

INTP 0.00 0.00 0.00 16 

ESTP 0.44 0.48 0.46 295 

ESTJ 0.55 0.50 0.52 356 

ESFP 0.45 0.33 0.38 239 

ESFJ 0.47 0.51 0.49 277 

ENFP 0.09 0.06 0.07 35 

ENFJ 0.19 0.26 0.22 47 

ENTP 0.19 0.38 0.25 24 

ENTJ 0.22 0.31 0.26 62 

micro avg 0.37 0.37 0.37 1735 

macro avg 0.20 0.22 0.20 1735 

weighted avg 0.38 0.37 0.37 1735 
samples avg 0.37 0.37 0.37 1735 

 

The primary goal of the present research is to examine the impact of various fusion methods, 
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audio, visual, and text modalities, on personality detection. 

 
3.1.2 Audio Preprocessing 

Figure 6 depicts the audio-to-text conversion by using Google Speech-to-text API. The speech 

algorithms on the Google Cloud convert audio to text using neural network models, and they 

may be used locally on any device. 

 

Figure 6. Converting audio into transcript using a Google to Speech-to-text 

 
3.1.3 Video Preprocessing 

The results (Figure 7) determine the importance of facial features, particularly the eyes, nose, 

and mouth, in predicting personality traits. In order to estimate a person's personality, the 

model proposed a multi-modal CNN for acquiring visual details from brief clips of video in 

combination with predictions of qualities specific to the face. [26], [27]. 
 

Figure 7. A video is converted to an image and features of the face are extracted 
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3.2 CNN + LSTM Model 
3.2.1 Audio results 

A number of psychologically significant phenomena can be expressed through the powerful 

medium of speech. The device's microphone records audio, which is then automatically 

converted to a transcript. The CNN+LSTM model extracts features from the transcript and 

predicts an individual's personality, as illustrated in figure 8a and 8b. The transcript in figure 8a, 

it analyses that the personality of a person is of type ENFJ figure 8b, ENFJs are particularly 

skilled at bringing disparate groups of people together. As a result, they may make great influence 

and permeate a group with a desire that is both inspirational and motivating. 
 

Figure 8a. Audio is converted to a transcript 

 

Figure 8b. Using The CNN+LSTM model the personality is predicted from the transcript 

 

 
3.2.2 Video Results 

Functionals summarise the facial traits that were retrieved from a whole video segment. The 

only part of each video that is used to extract scene elements is the face image. It is believed 

that videos do not span several shots. Faces are recognized, positioned correctly, and scaled to 

64 X 64 pixels. In a neural network using video face training, video pictures are summarised 

by calculating the personality of a person in the image after each aligned face's frame-level 

attributes are extracted. Figures 9a,9b,9c,9d represents the prediction of the personality of an 

individual. The description of Figure 8 is illustrated in the Table 2. 
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Figure 9. Personality traits identified by CNN+LSTM model 

 

 

Table 2. Description of personality traits 
Figure No Personality Type Description 

8a ENTJ Extraversion: Intuitive: Thinking: Judging 

8b ENFJ Extraversion: Intuitive: Feeling: Judging 

8c ESTP Extraversion: Sensing: Thinking: Perceiving 
8d ENTP Extraversion: Intuitive: Thinking: Perceiving 

 

4. Discussion 

The research aims to investigate how CNN-LSTM affects the personality prediction of social 

network users and to increase the model's accuracy for such tasks [28].To analyse the 

personality of the person based on text/audio/video is trained using an MBTI dataset [29] 

consisting of personality traits, which consists of 8.675 rows of forum posts from 

PersonalityCafe with labels for the 16 MBTI personality types of their authors. Sensation, 

intuition, feeling, and thinking are the four main psychological functions that are classified 

using the MBTI framework. Based on Jung's explanation of personality as shown in Table 3 

[30], [31], the MBTI is a psychological tool that contains assessments for attitude and 

functions. Users can better understand their own personality traits with the MBTI, particularly 

their preferences, dislikes, strengths, and weaknesses, as well as possible career proclivities 

and compatibility with others. 
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Table 3. The Myers-Briggs technique's four dichotomies 
 

Type Description 

Extraversion (E) – Introversion (I) Extraverts, also known as extroverts, are "outward-turning" and 

tend to be action-oriented. They like frequent social interaction 

and report feeling revitalised afterward. Introverts are "inward- 

turning" and tend to be thought-oriented. They also value deep 

and meaningful relationships with others and find that time spent 

alone themselves is reviving. 

Sensing (S) – Intuition (N) People who enjoy perceiving are typically astute observers of 

reality, particularly what their senses can show. They tend to seek 

out personal knowledge and concentrate on specific details and 

facts. People who value their intuition highly are more prone to 
focus on patterns and impressions. They enjoy peering into the 

future, making predictions, and thinking across ideas. 

Thinking (T) – Feeling (F) People who want to think more highly of facts and objective 

knowledge. They frequently demonstrate consistency, logic, and 
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 impartiality when making decisions. Those who value sensation 
are more prone to consider people and their emotions when 

making decisions. 

Judging (J) – Perceiving (P) People with a propensity to judge long for structure and authority. 

They are more perceptive-inclined more nimble, adaptable, and 

understanding. 

 

In the beginning, we trained a single 16-class classifier to test whether our deep network could 

produce a better outcome than our baseline softmax model [30][31], [32]. Table 4 shows the 

details of all 16-personality traits. 

Table 4. The 16 different Myers-Briggs Type Indicator (MBTI) personality types 

Personality code Type of 

Person 

Description 

ISTJ The Inspector They are typically loyal, organized, conventional, 

reserved, and sensible. 

ISTP The Crafter They value opportunities for hands-on learning and are 

fiercely independent. 

ISFJ The Protector Because they are sympathetic and dedicated, they are 

always ready to stance up for the people they care about. 

ISFP The Artist They tend to be quiet, artistic, adaptable, and laid-back. 

INFJ The Advocate They are imaginative and analytical, and are thought to 

be one of the scarcest Myers-Briggs types. 

INFP The Mediator They have high moral standards and aim to make the 

world a better place. 

INTJ The Architect They are equally inventive and analytical, and they have 

good logic. 

INTP The Thinker They are renowned for having a ironic inner world and 

for being low and introverted. 

ESTP The Persuader They enjoy engaging with others, are extroverted and 

dramatic, and focus on the here and now. 

ESTJ The Director They tend to take on leadership duties, are forceful, and 

adhere to the rules. 

ESFP The Performer They are social and like to be the centre of attention. 

ESFJ The Caregiver They enjoy thinking positively about others and have an 

open demeanor. 

ENFP The Champion Being charismatic and effervescent, they enjoy 

circumstances where they may employ their 

imagination. 

ENFJ The Giver They are known as being devoted and sensitive, as well 

as understanding and caring. 

ENTP The Debater They appreciate being surrounded by ideas, are very 

creative, and frequently start numerous projects at once. 

ENTJ The 

Commander 

Because they are aggressive and self-assured, they make 

good project planners. 

 

In terms of neural network configuration [20][33][34], We used an LSTM network with the 

subsequent specifications: 100 epochs, fixed input length, two layers, learning rate of 0.001, 

hidden layer dimension of 1500, embedding dimension of 200, dropout of 0.2, validation phase 

dataset of 30%, maximum terminology size of 25.000, batch size of 32, and ADAM as an 

optimizer. We cast-off Cross-entropy loss as a loss function when training neural networks. 

The model is trained with 76.9Mb of personality trait labelled dataset as in Figure 10 shows the 

samples of the image’s dataset. The dataset is used for both image and video distinguishing 

personality traits as video is converted to the frame of images [16] [4][5] to understand the 
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personality of an individual. 

 

Figure 10. Images of the data set's samples. The image from top left to bottom right are labeled 

as ISTP, ISFP, ISFJ, INTP, INTJ, INFJ 

Comparing our method to the earlier models, it is observed that CNN+LSTM consistently 

improves stability and performance. The personality trait accuracy metric achieved is 0.8707 

Table 5. 

Table 5. Analysis of recent studies with text/audio/video data with our proposed work 

Ref Author and Year Dataset used Type of Data Technique 

used 

Accuracy 

[35] Liangqing Wu, Dong 

Zhang et al. 
2020 

There are 1,000 

video movie 

reviews in the 

Persuasive 

Opinion 

Multimedia 

(POM) corpus 

collection. 

Text, Audio, 

Video 

Multimodal 

explicit 

many2many 

interactions 

(MEMI) 

The highest 

value of 

47.3% for 

the Lazy 

category, 

and the rest 
are below 

47.3% 

[36] Liu Z, Rehman A et 

al. 

2021 

SSPNet Speaker 

Personality 

Corpus 

Audio SAM(split-at- 

mean) and 

BIRCH 

(Balanced 

Iterative 

Reducing and 

Clustering 

using 

Hierarchies) 

SAM - 

76.9% 

BIRCH- 

76.4% 

[37] Song S, Jaiswal S et 

al. 
2023 

Video-Based 

Self-Reported 

Personality 
Prediction 

Video-based Multi-scale 

models 

85.40% 

[6] Beyan C, Zunino A et 

al. 

2019 

ELEA-AV 

Corpus, 

ChaLearn First 

Impression 

Dataset 

Images CNN +LSTM 77% 

[5] Singh S, Kumar A et 

al. 

2021 

FER2013 

dataset 

Images CNN 86% 

Proposed 

Model 

Akshata S Bhayyar 

et al. 

2023 

Text and 

Audio, Video 

real-time 

recording 

Text, Audio, 

Video 

CNN + 

LSTM 

87.07% 
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5. Conclusion 

 
The present work combines CNN+ LSTM architecture to identify true personality from person-

specific human cognition. Experimental findings are based on text, audio, and video data. The 

audio data is converted to a transcript and video data is converted to an image detecting an 

individual's facial expression to analyse a person's personality among the 16 personality traits by 

Myers Briggs. The CNN+LSTM model achieves an accuracy of 87.07%, which is a better result 

in comparison with the existing literature work. As far as we know, this is the first work on human 

personality prediction considering 16 personality traits using multimedia. This research thus 

opens a new line of research into the identification of socio-emotional phenomena (personality, 

engagement, mental health, and affect) from imitations of person-specific cognitive processes, 

with further insinuations for pertinent fields like social robotics, behavioral sciences and 

cognition. 
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