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Abstract 

In the past, the primary means of conveying visual information relied 

on text-based explanations or visual cues. However, these approaches 

are not accessible to individuals with visual impairments or those who 

do not understand the language used for visual information. To 

address this communication barrier, the concept of speech-to-image 

translation was introduced, leveraging machine learning and deep 

learning techniques. This study focuses on the introduction of a 

speech-to-image translation method using machine learning and deep 

learning. A dataset was collected containing speech samples paired 

with corresponding images. The speech data was converted into text 

using Automatic Speech Recognition (ASR) techniques. Globally, a 

comprehensive analysis of classification-based deep learning models 

for image translation is developed and conducted by various 

researchers. This analysis covered their performance, datasets used, 

and feature extraction methods. The utilization of deep learning for 

speech-to-image translation presents several challenges, which are 

also discussed. Finally, potential areas for future research in this field 

are identified and presented alongside the listed challenges. In 

summary, this abstract highlight the introduction of a speech-to-image 

translation method using machine learning and deep learning. It 

outlines the dataset collection process, conversion of speech to text, 

and the analysis of existing deep learning models for image 

translation. The challenges associated with deep learning-based 

speech-to-image translation are acknowledged, and potential future 

research directions are identified. 
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Introduction 

Attention related encoder decoder designing is a real and forceful pattern for speech texts like 

Automatic Speech Recognition (ASR) and Speech Translation (ST) and that has created 

consequential progress. Recent advancements in the field have demonstrated the potential for 

developing end-to-end methods that directly translate source speech to text without the need for 

intermediate linguistic transcriptions. However, these methods still require paired data consisting of 

source audio and target text translations for effective end-to-end training [1, 2]. Another area of 

research focus involves the productive work related to generative adversarial networks, which have 

achieved promising outcomes in image synthesis tasks. Recently, there has been growing interest 

in photo-realistic image synthesis due to its potential applications in computer graphics and photo 

retouching [3]. Some tasks have developed direct speech translation in each method utilizing deep 

learning to avoid an issue in a former speech translation [4]. Using the Dual Generator Attentional 

GAN method, text contexts are regularly encoded into semantic vectors and collected between the 

generator and differentiator as the provision that displays splendid results in managing entire text 

containing images [5]. However, these methods established several constraints and modules to 

produce naturalistic images. These constraints significantly increase the number of parameters and 

floating-point operations per second required by the methods [6]. The majority of accessible web 

data is unlabeled, and obtaining human explanations for it can be costly. The requirement for 

annotated data has been a challenge in machine translation. However, unsupervised machine 

translation has shown impressive results, even with limited resources in low-resource linguistics, and 

it executes remarkably well even for languages that are linguistically distant from each other [7]. 
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The utilization of spectral standardization as a normalization strategy, along with forceful 

calculational and statistical functions, has achieved several advancements in DNN adversarial 

training and normalization [8]. The main goal of this research is to produce naturalistic images that 

follow the content of provided texts utilizing TextControlGAN and that estimate the method 

utilizing a quantitative approach and conventional GAN metrics [9]. With the purpose of enhanced 

GAN, to create the design assembled superior and employed spectral standardization to the GAN 

structure as well as established the impact and effectiveness of spectral standardization over 

different empirical. Then, this method can mitigate the loss and should retrieve faster outcomes [10]. 

As in the text-to-speech method, the suggested method is the same as the vector quantized 

autoencoder but easily follows the heuristic vector quantized autoencoder training criteria and the 

empirical English speech database displayed promising outcomes [11]. Through the execution of 

proposed attention GAN on well-known CelebA, AR Face, and Sefie2Anime datasets obtained better 

results. The results exhibit an ability to generate images, that possess a heightened sense of realism 

with enhanced clarity and richer information.  

These empirical findings strongly suggest that the attention GAN model holds significant potential 

for generating highly naturalistic images that accurately capture intricate details [12]. During the 

inference process, no auxiliary works were employed, and the method operated solely with an 

individual encoder to input the source linguistics’ speech and an individual decoder to produce the 

target linguistics’ speech [13]. This study aims to translate the speech description to a visual image 

that is appropriate to that specific audio description. Analyzing and evaluating model performance 

utilizing various assessment criteria. 

 

 



 

Seybold Report Journal                                                                                                           Vol. 19. No. 01. 2024 

 

             

168 

 

Literature Survey 

Xinsheng Wang et al. [14] implemented the generating images from the spoken description. They 

proposed a speech-to-image generation architecture that utilized speech representations to generate 

natural images, without relying on explicit textual information. This approach enabled the inclusion 

of undeclared languages, providing benefits in scenarios where text-based methods would be 

limited. The utilization of this approach resulted in high-quality natural image generation and 

achieved state-of-the-art execution because of the attention GAN model that enhanced visual 

fidelity and outperformed the previous approaches. However, it would be valuable to evaluate the 

suggested method on a genuinely undeclared language, rather than relying solely on well-

established languages like English Liming wang et al [15] implemented more efficacious and 

precise spoken word discovery for speech-to-image extraction. Despite the use of self-attention 

layers in embedding learned, TDNN has the best results for speech-to-image extraction. This 

approach improved the retrieval method's ability to capture meaningful variations in visual words 

and proved to be crucial for enhancing word discovery methods. However, the study found that the 

combination of Sequence Matching Theory (SMT) with self-attention hurts word discovery, 

resulting in decreased performance. 

Jiguo Li et al. [16] implemented the direct speech to image translation. The study focused on 

translating image signals directly from speech signals without the need for transcription. We trained 

a speech encoder alongside a pre-trained image encoder to illustrate the given speech signals as 

embedding features. A stacked generative adversarial network was utilized to combine maximum-

worth images based on embedding features. The proposed method achieved excellent performance, 

and it was believed that generating images from speech signals without relying on text transcription 

offered a new perspective for extracting semantic details from the speech signals. Nevertheless, 
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maximum resolution raised the complexity of the approach and made it unstable. 

Danny Merkx et al [17] implemented language learning utilized the speech to image retrieval. The 

utilization of associated multiple-layer GRU, salience sampling, cyclic learning rates, and vectorial 

self- attention led to a significant improvement in image caption extraction execution. 

Subsequently, the layers in the approach were trained to identify words in the input. When word 

encoding is present, the identification of deeper network layers is superior. Enhances language 

learning by providing visual context and real-world associations to aid comprehension and 

vocabulary acquisition. While images can be helpful in specific situations, they often lack the depth 

and richness of real-life contexts. 

Xinsheng Wang et al [18] suggested speech to image production through adversarial learning. The 

proposed architecture translated speech descriptions into photo-realistic images without relying on 

explicit details and enabled the inclusion of undeclared languages. An embedding network grasped 

speech embedding under the supervision of relevant visual information. The suggested approach 

enhanced in the accuracy and efficiency as well as enhanced the high standard of the generated 

images because of the suggested S2IGAN assures where the outcome images closely resemble the 

target or ground truth images and also produce maximum quality images within a reasonable 

amount of time. S2IGAN heavily relied on the quality of the input speech to produce accurate and 

visually clear images. However, the presence of noisy speech could potentially affect the robustness 

and reliability of the model. 
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Taxonomy 
 
 

 

Figure 1: Taxonomy of Speech to image translation using Deep Learning 

Speech to Image 

Speech to Image Generative Adversarial Network 
(S2IGAN) 

The main aim of the method is to produce modified images that are semantically aligned with a 

given spoken statement. To achieve this goal, the researchers propose the use of S2IGAN, a 

framework consisting of two key modules: the Speech Embedding Network (SEN) and the Relation-

supervised Densely-stacked Generative (RDG) module. The advantage of S2IGAN enables the 

generation of visually realistic images from speech, bridging the gap between auditory and visual 

modalities, and Facilitates applications in multimedia content creation, virtual environments, and 

accessibility by providing a direct pathway for converting speech into visual representations [14]. 
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StackGAN 

StackGAN utilizes a two-stage generative model, consisting of a text-conditional generator and a 

refinement network, to generate high-resolution images from textual descriptions. In the first stage, 

a low- resolution image is generated based on the text input and in the subsequent stage, a refinement 

network upscales the low-resolution image to a higher resolution with finer details. The advantage 

of StackGAN lies in its ability to generate more realistic and visually appealing images by 

incorporating both global and local conditioning information from the text, resulting in improved 

image quality and better alignment with textual descriptions. [16]. 

Text to image 

Hybrid Attentional Generative Adversarial Networks 

(HAGAN) 

HAGAN employ an attention mechanism to focus on specific regions of an image and generate 

high-quality, realistic images based on textual descriptions. The advantage of HAGAN lies in their 

ability to generate images with improved visual details and better alignment with textual 

descriptions by selectively attending to relevant regions, resulting in more accurate and visually 

pleasing image synthesis. [3]. 

Dual Generator Attentional GAN (DGattGAN) 

Dual Generator Attentional GAN employs two generators, each focusing on different levels of 

image details, and an attention mechanism to generate high-quality images conditioned on textual 

descriptions. Its ability to generate images with enhanced visual details and better alignment with 

textual descriptions by leveraging dual generators and attention mechanisms, results in improved 

image synthesis quality [5]. 
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Speech-to-text 

Unsupervised Speech Processing and Denoising 

Autoencoder (DAE) 

The architecture of this method further developed an unsupervised and Machine translation method 

of speech processing. At initial derive an ST method and integrate a linguistic method into an 

architecture, then process the translated outcomes utilizing DAE. The unsupervised speech 

segmentation approach is initially utilized to produce speech segments correlated to the spoken 

words. Enhancing the quality of the translation, employing the DAE to precise the translated 

outcomes [2]. 

A General multi-task learning framework 

This approach suggested a typical multi-task architecture to use text data for ASR and ST works. 

The machine translation work is selected as an auxiliary work to be combined and trained alongside 

of the ST work. In the Automatic Speech Recognition (ASR) work, the auxiliary work points the 

given phoneme consequential to the correlated sub word tokens derivative from statement [1]. 
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Table 1: Comparative analysis 
 

Author Methodology Advantages Limitations 

Xinsheng Wang et al. 

[14] 

Speech to image Generation 

(S2IG) 

The utilization of 

this   approach 

resulted in high- 

quality    natural 

image generation 

and achieved state- 

of-the-art 

execution because 

of the   attention 

GAN model that 

enhanced    visual 

fidelity      and 

outperforms   the 

previous 

approaches 

However, it required 

testing the suggested 

method on a truly 

undeclared linguistic in 

preference to the well- 

furnished English 

language. 
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Liming wang et al [15] Time Delay Neural Network 

(TDNN) 

This approach 

improved   the 

retrieval method's 

ability to capture 

meaningful 

variations in visual 

words and proved 

to be crucial for 

enhancing word 

discovery 

methods. 

However, the study 

found that the 

combination of Sequence 

Matching Theory (SMT) 

with self-attention harms 

word discovery, resulting 

in decreased 

performance. 

Jiguo Li et al [16] Speech-to-image translation 

model 

The proposed 

method achieved 

excellent 

performance, and 

it was believed that 

generating images 

from  speech 

signals   without 

relying on  text 

transcription 

offered  a new 

perspective    for 

extracting 

semantic details 

However, maximum 

resolution raised the 

complexity of the 

approach and made it 

unstable. 
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  from the   speech 

 

signals. 

 

Danny Merkx et al [17] 3 layer Bi-directional GRU Enhances 

language learning 

by  providing 

visual context and 

real -  world 

associations to aid 

comprehension 

and vocabulary 

acquisition. 

While images can be 

helpful in specific 

situations, they often 

lack the depth and 

richness of real-life 

contexts. 

Xinsheng Wang et al Speech to image generation The suggested S2IGAN heavily relied 

[18] (S2IGAN) framework approach on the quality of the input 

  
enhanced the speech to produce 

  
accuracy and accurate and visually 

  
efficiency as well clear images. However, 

  
as enhance the the presence   of   noisy 

  
high standard   of speech could potentially 

  
the generated affect the robustness and 

  
images because the reliability of the model. 

  
suggested 

 

  
S2IGAN assures 

 

  
that the outcome 

 

  
images closely 

 

  
resemble the target 

 



 

Seybold Report Journal                                                                                                           Vol. 19. No. 01. 2024 

 

             

176 

 

  or ground truth 

images and also 

produce maximum 

quality       images 

within a 

reasonable amount 

of time. 

 

Layne Berry et al [19] Multilingual SpeechCLIP The grasped The effectiveness and 

 
model speech encoders performance of M- 

  
could execute zero SpeechCLIP heavily 

  
shot speech   text depend on the quality, 

  
extraction for diversity, and 

  
English text even representativeness of the 

  
when  the speech pre-trained data. 

  
was not in English. Insufficient diversity or 

  
These occurred by lack of variation  in the 

  
language pre-trained data can lead 

  
versatility where to biases and hinder the 

  
the speech execution of speech-to- 

  
encoders could image retrieval tasks. 

  
grasp and retrieve 

 

  
English text even 

 

  
when it   was   in 

 

  
various languages. 
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Jianwei Zhu et al. [20] Phased Bidirectional 

Generation Network (PBGN) 

was proposed. 

The normalization 

method made the 

model       training 

more  stable 

because of  the 

normalization 

method that helps 

to stabilize  the 

training process of 

the model. 

PBGN in text-to-image 

synthesis is a complex 

training process, which 

may require significant 

computational resources 

and time. 

 

Problem Statement 

The problem statement of this work is stated as follows: 

 
● Speech-to-image translation falls short of providing sufficient contextual detail for language 

learners. At the same time, images can be supportive in particular situations, but they often lack the 

depth and richness of actual life contexts. 

● High-resolution images offer more detailed information, resulting in more naturalistic generated 

images. However, increasing the maximum resolution raises the complexity of the approach and 

introduces instability. 

● The success of the Speech-to-Image Generative Adversarial Network (S2IGAN) heavily relies on 

the quality of the input speech to produce accurate and visually clear images. However, the presence 

of noisy speech can significantly affect the robustness and reliability of the model. 

● The effectiveness and performance of M-SpeechCLIP largely depend on the quality, variation, and 

representativeness of the pre-trained data. Lack of diversity in the pre-trained data can introduce 

biases or hinder the performance of speech-to-image retrieval works. 
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Objectives 

• To improve the depth and richness of actual life contexts of the speech-to-image translation by 

using the deep learning algorithm. 

• To increase the stability and minimize the consumption time of high-resolution images by using 

CNN-based algorithms. 

• To increase the robustness and reliability of the noisy speech method by using the deep learning 

algorithm of the Long Short-term Memory algorithm. 

• To improve the performance and diversity in the pre-trained data of speech-to-image retrieval by 

utilizing the Deep Neural Network algorithm. 

Conclusion 

The concept of speech-to-image translation aims to ease cross-modal interaction, which enhances 

accessibility and improves the entire grasping and communication with visual detail. It is 

established to bridge the space among various methods of interaction, especially among spoken 

language and visual representations. It can have different approaches and advantages as well and 

establishing the speech-to- image translation for each one can utilize spoken linguistics to explain 

visual content. The method of speech-to-image translation aids in overcoming the interaction block 

between spoken language and visual illustrations with machine learning and deep learning 

techniques. In this study, the speech-to-image translation method was introduced with machine 

learning and deep learning. Initially, the dataset is collected that contains speech and appropriate 

image samples. The speech data are converted into text utilizing Automatic Speech Recognition 

(ASR) method. Along with this, a complete analysis of various former DL related classification 

models for image translation created by different researchers against the world is covered, involving 

how well they work, the datasets they utilize, and the feature extraction methods. The utilization of 

the DL method will further require the performance of speech-to-image translation in the future. 
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